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Multisite gates for state preparation in quantum simulation of the Bose-Hubbard model
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We construct a sequence of multisite gates which transform an easily constructed product state into an approx-
imation to the superfluid ground state of the Bose-Hubbard model. The mapping is exact in the one-dimensional
hard-core limit and for noninteracting particles in both one and two dimensions. The gate sequence has other
applications, such as being used as part of a many-body interferometer which probes the existence of doublons.
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I. INTRODUCTION

State preparation is one of the most important challenges in
analog quantum simulation. The most common approach, adi-
abatic state preparation, performs poorly in gapless systems
and cannot efficiently cross phase boundaries [1-3]. Driven-
dissipative approaches are promising but require specialized
hardware [4,5]. Here we present a coherent approach to pro-
ducing the ground state of the Bose-Hubbard model based
on simple multisite gates. These are more flexible than the
two-site gates used in digital quantum simulation and allow
us to produce the exact ground state, without any Trotter
error [6-9]. Related ideas have been proposed for produc-
ing states with applications to quantum information theory
[10-12]. Although our approach can be used in a broad range
of architectures [6] it is particularly appealing for simulation
based on transmon arrays, as all of the necessary resources
are found in the current generation of NISQ era quantum
computers [13-23].

An analog quantum simulator uses tunable quantum hard-
ware to mimic the behavior of a different system or to realize
a theoretical model of interest. It can play a similar role to
a wind-tunnel, allowing one to experimentally explore how
a quantum model behaves as one changes parameters. An
example is using an array of coupled transmons to implement
the Bose-Hubbard model [24]:

=N o (did: +dld, dia v Mratad
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Here d;, d; are ladder operators which change the number of
excitations present in the transmon on site i, g;; parameterizes
the strength of the coupling between sites i and j, §; is the
detuning, and n encodes the transmon nonlinearity. In mod-
ern hardware both g;; and §; are tunable and can be made
functions of time [21]. If we interpret d; as the annihilation
operator for a boson, then Eq. (1) is the Bose-Hubbard model.
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In that interpretation, g;; is a hopping matrix element, §; an
on-site potential, and 1 an on-site interaction—more com-
monly written as #;;, V;, and U. The Bose-Hubbard model
is one of the iconic models of strongly interacting quantum
matter, displaying fascinating emergent properties, including
a phase transition between a superfluid and insulating state
[24]. While there are efficient classical methods to calculate
any static properties of this model [25], its dynamics are hard
to calculate on a classical computer. Thus this is a natural
setting to demonstrate quantum advantage [26].

Although the Bose-Hubbard Hamiltonian is natively re-
alized by a transmon array, there is no well-established
procedure for producing the superfluid ground state. One
generic approach at unit filling is to turn off g;; and initialize
the transmons in a product state, which can be chosen to be
the ground state of Eq. (1) with g;; = 0. One then slowly
ramps up g;;. By the adiabatic theorem, if this ramp is slow
compared to /i/ A, where A is the gap to the first excited state,
then one should remain in the ground state. Unfortunately in
the thermodynamic limit this gap vanishes for the superfluid
state. Thus adiabatic state preparation is ill suited for this task.

Our strategy will be similar, in that we will transform
an easily produced product state into our state of interest.
Instead of adiabatic evolution, however, we will apply a set of
multisite gates, characterized by time evolution under Eq. (1)
with carefully controlled g;;(¢) and §;(t). In one dimension
(Sec. II) our procedure produces the exact ground state for
both very strong (hard-core) and very weak interactions. In
two dimensions with repulsive interactions (Sec. III) it is only
exact in the weakly interacting limit. A variant works in the
strongly attractive limit (Sec. IV), producing cat states where
all particle sit on a single site, but the stack of particles is
delocalized throughout the lattice. We also present further
applications (Sec. V).

II. ONE-DIMENSIONAL MODEL
A. Single-particle physics
We begin by presenting a one-dimensional model, where

gij vanishes unless j =i+ 1. We will choose these matrix
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elements so that the hopping part of the Hamiltonian can be
mapped onto a SU(2) spin matrix. The structure of spin matri-
ces allow us to construct a gate which produces the superfluid
ground state of the Bose-Hubbard model.

We first consider the single-particle limit, where there is
only one excitation. The Hilbert space is spanned by the states
lj) = d; |[vac), in which the particle is located on the site
labeled j. We will introduce a gate sequence which coherently
transforms the single-particle state |j = 1), corresponding to
a particle on the leftmost site of the chain, into a delocalized
eigenstate of the hopping Hamiltonian,

H = Zgij(|i><j| + 1) (D. 2
(i)
The many-body case will be discussed in Sec. I B where we

include quantum statistics and interactions.
For a length L chain, we introduce operators

1
X — Z\/—|]+ |+|J)(J+ I’ 3)

i
ZZ /7j(L_j)|J+ J|2i|J)(J+ I7 @
=1
J ; L
Z=;<J—§>|J)(J|, (5)

which are all of the form of Eq. (1), projected into the
one-particle sector. These operators are constructed to form
a spin § = (L — 1)/2-dimensional representation of su(2).
Consequently,

¢iZT2gmiXT 2 7 X2 4iZR[2 (6)

corresponding to the fact that a 7 /2 rotation about the X direc-
tion, followed by a 7 /2 rotation about the Z direction will map
the Z axis onto the % axis. These gates are implemented by time
evolving with appropriately selected g;;’s and 8;’s. They map
an eigenstate of Z (which is easily produced) onto an eigen-
state of X: If Z|yg) = E|¥o) and |y) = e™#7/2e=XT/2 ),
then X |y) = E|y), which is the desired transformation.

In particular, we could start with a particle on the leftmost
site of the lattice, which is the eigenstate of Z with minimal
eigenvalue. It will be mapped onto to the eigenstate of X with
minimal eigenvalue.

B. Many-body physics of our one-dimensional model

In the many-body setting, the operators in Sec. I A gener-
alize to

d; +dd'

X = ZW(L— )’“—, ()

d dj+1

y= Z\/J(L )’*‘—, (8)
L

z=Y" <j - §>djdj. )
j=1

These obey the same algebra as X, Y, Z, forming a redulcible
representation of su(2). The unitary operator e ~/Z7/2¢=iX7/2

will transform a many-body eigenstate of Z into a many-body
eigenstate of X. The former corresponds to some set of lo-
calized particles, while the latter is analogous to momentum
eigenstates.

Including the role of interactions, we consider time evolu-
tion under the Hamiltonians

n
Hy = ax(DX + SHin, (10)
Hy = az(DZ + gHim, (11)

where Hiy =) _; d;d;djdj. We then take Uy and Uz to
represent time evolution operators under each of these Hamil-
tonians. For example, i9, Uy = HxUyx. Our goal will be to use
Uz and Uy gates to construct an approximation to the the
ground state of Hy, starting from the ground state of Hy.
In Appendix D we discuss the relationship to the uniform
hopping model.

In the noninteracting limit, n = 0, and the strongly in-
teracting limit, n — oo, our approach will yield the exact
many-body ground state of Hy. In the absence of interactions
(n — 0) the Hamiltonians themselves obey the su(2) spin
algebra, and the arguments of Sec. Il A apply directly. When
n — oo we can instead use a Jordan-Wigner transformation to
map the dynamics onto noninteracting fermions. The single-
particle arguments from Sec. IT A then apply in this fermionic
representation. Equivalently, one can note that the commuta-
tion relations of the operators X, Y, and Z are identical for
bosons and fermions.

For the general case we need to introduce some extra
notation. Comparing Eq. (10) with (1), gives g; j+1(t) =
ax(t)s/j(L — j)/2. The strongest coupling is on the cen-
tral bond, g.(t) = g1/2,0/2+1(t) = ax(¢t)L/4 for even L, and
8c(t) = gu—12.w+1)2(t) = ax(t)v/L* — 1/4 for odd L. Sim-
ilarly for Eq. (11) we have §;(t) = az(t)(j —L/2), and
the largest detuning is found on the end qubits, §.(¢) =
az(t)(L - 1)/2.

We consider two easily prepared initial states, |y.) and
|Y), both eigenstates of Hz. The “condensate wave function,”
[.) = (le )*|vac)/ VN1, has all N particles on the leftmost
site of the lattice and is the ground state of H; for n — 0. The
“hard-core wave function,” |y;,) = ]_[1}/:1 d}L [vac), has one par-
ticle per site on the leftmost N sites and is the ground state of
Hy for n — oo. These initial states are illustrated in Figs. 1(a)
and 1(b). Although the particles in them are uncorrelated, the
final states, which will be approximate eigenstates of Hy, are

highly entangled.
We consider pulses of the form
ax (1) = ay™ f(t, ), (12)
az(t) = az " f(t, 7). (13)

where f (¢, 7) is a Gaussian-broadened box-shaped waveform,
which is approximately 1 over an interval of length t and is

otherwise zero,
1 t—po t—po—1
= —| erf —erf{ ——— | ). 14
J0 2<e (ﬁcr) er( V2o )) (1

Here o is the rise and fall times and p is a padding parameter
chosen so that f effectively vanishes for negative ¢. This pulse
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FIG. 1. Evolution of the boson density during the first pulse
of our two-pulse sequence in the (a) noninteracting (n = 0) and
(b) strongly interacting (n = oo) limit, illustrated here for N =5
particles on L = 21 sites. In (a) the initial state consists of all par-
ticles sitting on the leftmost site. In (b), there is one particle per
site on the five leftmost sites. After evolution by a phase angle of
0 = [ax(t)dt = /2, the density matches that of the ground state of
Hy in Eq. (10). Our second pulse corrects the phases, producing the
exact ground state. Note the different color scale for the two figures.

shape interpolates between a square wave and a Gaussian as
o is varied. It is normalized to satisfy ! fOT f@t,rydt =1,
where T is the pulse duration, including the rise and fall times.
In our numerics we take T = t 4+ 2po and p = 5. This value
of pis chosen so that the fractional phase error from truncating
the pulse is less than 1075, We take o = 7 /10 but verified that
the results are only weakly dependent on the rise/fall time. We
include it, however, to more accurately model the pulses used
in experiments. We define gmax and Spax to be the largest value
of the coupling or detuning during the sweep.

We define phase angles
4 4
0= f“x(z)dz = Tl ZEme o as)
L -1
¢ = /az(t)dt = 2T0max /(L — 1), (16)

where the two expressions for 6 correspond to even or odd
particle numbers.

Figure 1 shows how the density evolves during the Ux
operation, in both the noninteracting (a) and hard-core (b)
limit. In both these cases the evolution only depends on 6 and
not the detailed pulse shape. The particle distribution evolves

11/ 9,100

FIG. 2. Fidelity |{¥x|¥)|* of state preparation using the pulse
sequence in Sec. II B for the one-dimensional Bose-Hubbard model.
Our target state, ¥y, is the ground state of the Bose-Hubbard
Hamiltonian Hy in Eq. (10), while |¢) = Uz(¢)Ux(0)|¥). Two
different initial states, |1/,), are considered, the condensate ansatz
(blue, peaked on the left), |v.) = (d ]T Y |vac)/+/N!, and the hard-core
ansatz (red, peaked on the right), |v,) = I—[’;]=1 d}'lvac). Solid lines
show N = 4 particles in a chain of length L = 8, while dashed lines
have N = 8 and L = 16. The pulse durations are selected so that
0=¢p=m/2.

from highly localized to symmetrically distributed. The Uy,
operation does not change the density profile but simply in-
troduces phases in the wave function’s coherences.

We quantify the accuracy of the gate by the fidelity
|(Wx )|, where |¥x) is our target state. It is the lowest
eigenstate of Hx. The state produced by the pulse sequence
is

[¥) = UzUx o). a7)

Figure 2 shows the fidelity as a function of 7/gmax, using
Omax = gmax and 6 = ¢ = /2. Exploration of other phase
angles can be found in Appendix C. Typical experiments have
g/(2m) ~ 10 MHz, yielding a gate time of T ~ 0.1 ps.

As expected, in both the noninteracting limit /g — 0 and
the hard-core limit /g — oo the fidelity approaches unity,
assuming we choose the appropriate starting state. Impor-
tantly, one can produce the ground state with very high fidelity
over a large range of 1/g. In typical transmon experiments
the nonlinearity dominates over the coupling, /g 2, 30, and
the fidelity will be extremely high. We give details about our
numerical techniques in Appendix E.

An important feature in Fig. 2 is the size dependence of
the fidelity. This can be quantified by finding the value of
117/ gmax|» Where |(¥x|¥)|? = 0.5. We find that this crossover
scale appears to scale as |7/gmax| ~ L for the hard-core ini-
tial conditions and |17/gmax| ~ L™ for the condensate initial
conditions.

To experimentally verify that one has produced the desired
state, we propose looking at the time evolution of the density
profile under Hy . Figure 3 shows the required pulse sequence,
starting from the product state |1). In this schematic, the Uy
operation is labeled v ®SWAP, the U; operation is labeled
“phase gate,” and “probe” labels time evolution under Hy.
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FIG. 3. Pulse sequence for preparing and probing a one-
dimensional chain with L =8 and N =4 by applying the set of
multisite gates described in the text. The blue curves, plotted on
the positive axis, represent the coupling on the central bond, g.(¢),
whose maximum value is gn.. The yellow curve, plotted on the
negative axis, corresponds to the detuning of the edge qubit, 8, (¢),
whose maximum value i8S 8p,y.

(See Sec. V for more discussion of this notation.) The vertical
axis shows the magnitude of g.(tr) and §.(¢). The first two
pulses correspond to our gate sequence, while the third is used
to verify that we have created the desired state. In particular,
during this probe pulse the density profile will be static if and
only if the system is in an eigenstate of Hy.

To quantify the density evolution during the probe pulse,
we introduce the center-of-mass operator ¢ = (8/L?)Z. If the
system is prepared using an imperfect set of gates, e.g., the
angle of the phase gate ¢ is not exactly 77 /2, then the “magne-
tization” vector (M) = ((X), (Y), (Z)) will undergo a Larmor
precession around the x axis. In the hard-core limit one ex-
pects that (¢) = cos(¢) sin(ax?,), where ay is the coefficient
multiplying the hopping term in Eq. (10) and ¢, is the duration
of the probe pulse. Similar results will be found outside of
the hard-core limit: If one is not in an eigenstate of Hy, then
the measured value of (z) will reveal pronounced Rabi flops.
This structure is shown in Fig. 4 for experimentally relevant
parameters. The absence of the Rabi oscillations in the de-
pendence of (¢) on #;, will be indicative of the high-quality
state preparation. For comparison, the fidelity is a quadratic
function of ¢, peaked at ¢ = 0.

As discussed in Appendix C, for finite /g the optimal state
preparation gates require ¢ = ¢* < 7 /2. As seen in Fig. 4,
the Rabi oscillations nearly disappear when the gate angle is
tuned to this optimal value.

III. TWO DIMENSIONS
A. Single-particle physics

We now generalize the arguments from Sec. II to two
dimensions. As before, we begin by considering the single-
particle limit. The construction in Sec. I A can be extended
to two dimensions by considering the su(3) algebra instead
of su(2). The argument is most transparent in the Schwinger
boson construction of the d (¢, 0) representation [27]. Related
constructions were discussed in Refs. [28-31].

1.0
— =0
0.5 p=-n/3
p=¢"
s 00 — =2 [
-0.5
-10

50 100 150 200 250 300
pulse time (ns)

FIG. 4. Expectation value of the center-of-mass operator ¢ ob-
tained numerically for the Bose-Hubbard Hamiltonian of a linear
chain with L = 8 and N =4, as a function of the duration of the
probe pulse in Fig. 3. Here /2w = —270 MHz, gn.x /27 = 15 MHz,
and &, /2w = 25 MHz. The numerical results are in a good agreement
with expected sinusoidal dependence predicted in the hardcore limit.
Similarly to this prediction, we also see an almost complete sup-
pression of the Rabi oscillations indicative of the high-fidelity state
preparation. As further explored in Appendix C, this suppression
occurs at the optimal ¢* = —0.47x rather than at the nominal ¢ =
—m /2 expected in the hardcore limit. This optimal angle depends on
the ratio 77/gmax-

As preparation, we first reparameterize the model from
Sec. IT A in terms of Schwinger bosons [32]. Rather than
labeling the single-particle states with a single integer, one
uses pairs of non-negative integers |n,, n,) with the constraint
ng +n, =€ =L — 1. We identify |j) = |n,, np) where n, =
j—1,andn, = £ — j 4 1. For example, if we have four sites,
then we would label them as |0, 3), |1, 2), |2, 1), |3, 0); see
Fig. 5(a).

Oyt mls w—p

(3,0) (2,1) (1,2) (0,3) (0,3,0)
(@) |

(1,2,0)
(b) 2.1,0)
(1,1,1)

Gw
,0,1) (0,1,2)

(1,0,2)

0,2,1)

(0,0,3)

FIG. 5. (a) One-dimensional lattice labeled by non-negative in-
tegers (n,, np) with n, + n, = £. (b) Two-dimensional lattice labeled
by non-negative integers (n,, np, n.) with n, + n, + n. = £. In this
case £ = 3. Illustrated are the hoppings b'a, ¢'b, a’c as red, blue, and
black arrows. The arrow width is proportional to the matrix element.
For example, when you move along a red arrow, n, is reduced by 1
and n,, is increased by 1 and the hopping amplitude is /n,(n, + 1)/2
in one dimensions or /1, (1, + 1)/3 in two dimensions.
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This rewriting simplifies the book-keeping, allowing us
to introduce ladder operators a and b: a|ng, ny) = /nalng —
1, np) and bln,, np) = \/nplng, np — 1). These operators take
us out of the physical Hilbert space, as the sum n, + n, is
reduced by 1. Bilinears a'a, a'b, b'a and b'b, however, keep
us in the physical space.

We then note that the operators in Egs. (3) through (5) can
be expressed as

X =((b'a+d'b)/2, (18)
Y = (b'a—a'b))2i, (19)
Z=@0b'b—a'a))2. (20)

The mapping in Eq. (6) is then readily derived by using the
algebra of raising and lowering operators (see Appendix A).
The bilinears S_ = a’band S, = b'a act as hopping operators
on the one-dimensional (1D) chain that respectively move the
particle to the right or left.

One possibly confusing feature of this notation is that the
ladder operators a and b do not change the number of particles
in the system; rather, they change the integers n, and n,
which label the lattice sites. It is the operators d} and d; that
add or remove particles. As was clear from the discussion in
Sec. II B, implementing the operators in Eq. (3) through (5)
requires spatially dependent nearest-neighbor couplings g;; or
biases §;.

We generalize this argument to 2D by considering a trian-
gular array of sites, labeled by three non-negative integers,
|ng, np, ne) with the constraint that n, + n, +n. = £; see
Fig. 5(b). We again introduce ladder operators a, b, c. As
before, these operators do not change the number of parti-
cles but instead change the integers n,, np, n, which label the
single-particle states.

As with the su(2) case, physical operators can be con-
structed from the product of one creation operator and
one annihilation operator. In particular the six bilinears,
a'b,b'c,ca, b'a, c'b, a’c, are hopping operators, moving a
particle around the lattice. The combinations

QO=a'a—1¢/3, 1)
W= %(a*—l—bT—i—cT)(a—}-b-i-C)—gs (22)

play the role of that Z and X performed in Sec. IIA: Q
corresponds to a lattice tilt, while W represents a hopping
Hamiltonian. One may also express Q and W in terms of the
standard Cartan-Weyl basis of su(3) [33]. Up to constants, Q
is the hypercharge, Y, while W is the sum of the raising and
lowering operators Ty, Uy, V.

Similarly to the case in Sec. I A, the hopping matrix ele-
ments from W are inhomogeneous. For example, bralng, n, —
1, ne) = /mphgl|ng — 1, ny, n.). As depicted in Fig. 5, the hop-
ping is strongest along the perimeter.

The eigenvalues of Q are just the integers n, =
0,1,2,...,¢. They have degeneracies ¢+ 1 —n,, corre-
sponding to the number of ways of choosing n, and n.
with the constraint that n, + n, +n. = 1. Given that W

is related to Q by a unitary rotation, they have identical
spectra.
Straightforward algebra (see Appendix B) gives

102 /3 (=W [3 ) W2 341023 _ . (23)

yielding a set of gates will convert an eigenstate of Q into
an eigenstate of W. Thus if we started with a single particle
on a site with quantum number n,, then it would evolve to
a delocalized state, which is an eigenstate of the hopping
Hamiltonian W.

B. Many-body physics of our 2D model

We repeat the analysis of Sec. II B, but with the 2D model
in Sec. III A. We define

Q= > (a—t/3)d} ., dn nm: (24)

ng+np+n.=¢

1
W= 30 Vaamd) s T sym (25)

ng+np+n.=~

where d,,, , ». 1s the annihilation operator for the site labeled
by integers (n,, np, n.) with n, + np + n. = £. In the defini-
tion of W, only the first of the six symmetry-related hopping
terms are shown, and N is the total number of particles. We
construct the Hamiltonians

Hy = oy ()W — gHim, 26)

Hp = ap(1)Q — gHim, 27)

and again define the largest spatial coupling to be g.(¢) =
aw (@) +1)/6, or g.(t) = aw(t)/L(X +2)/6 for odd or
even £. The largest detuning is 87(t) = ap(t)x(2¢/3), and 6
and ¢ by Eqgs. (12)-(16)—replacing X by W and Z by Q. In
this case, however, we take 6 = ¢ = 27 /3, corresponding to
the gates in Sec. III A. During a pulse, the largest value of
gc(t) and §.(¢) will be gmax and dax. We again consider two
initial states which are eigenstates of Hyp: Consisting of either
all N particles on the same site (¥,.), or divided between the
N leftmost sites (V).

Figure 6 shows the state-creation fidelity for a lattice
with £ =2, 3,4, corresponding to L= (£ + 1)(£+2)/2 =
6, 10, 15 sites. We take N = 3, g < 0, and n > 0. Again we
find that starting from |/.) we produce the exact ground state
of Hy as /g — 0. The large fidelity in this limit is expected,
as each particle is independent.

In the hard-core limit n/g — oo, starting with |v,), the
fidelity approaches 0.51, 0.39, 0.34 for L = 6, 10, 15. This is
not as high as the 1D case, as there is no exact mapping of 2D
hard-core bosons onto noninteracting fermions. For fixed L
the fidelity is a nonmonotonic function of N. In the hard-core
limit it is largest when either the density of particles or holes
is small. We would argue that this two-dimensional protocol
is best reserved for platforms which realize the weakly inter-
acting system.

IV. MULTTIPARTICLE BOUND STATES

In the strongly interacting limit |n| > |g|, |6] we can also
consider multiparticle bound states where all of the particles
sit on the same site—but that bound complex can be on a
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FIG. 6. Fidelity of state preparation on the 2D triangular lat-
tice with g < 0 and n > 0. Here £ = 2, 3, 4, corresponding to L =
6, 10, 15 sites with N = 3 particles. Initial state is (left, blue) |y.) or
(right, red) |Y).

superposition of sites. These cat states are highly excited
eigenstates of the repulsive Bose-Hubbard model and form
the true ground state of the attractive model [34,35]. In what
follows we will consider the latter, i.e., use Hamiltonian (1)
withn < Oand g;; < 0.

We define | j) to be the state where all particles sit on site j.
Integrating out the configurations where fewer than N particle
are on a single site, we use Nth-order perturbation theory
to find an effective model Hamiltonian describing dynamics
within the manifold of the cat states:

eff-z L1 (j] + Hee. +Zv<r>|z il,  (28)
where

g = —Wwaﬂ (29)

Vilt) = Noy(o) — (N_Ll)'m ;g,-_,.m +o (0)

with g;; and §; corresponding to the Hamiltonian terms in
Eq. (1). The correction terms in V; come from virtual pro-
cesses where the complex breaks up and then reforms on its
original site. See Ref. [34] for a full derivation.

By appropriately choosing coupling factors g;; and on-site
biases 8; we can make H.y proportional to the operators
X,Z, W, Q. We can then produce a gate sequence which, in
the case of strong attraction, converts a localized state into the
cat ground state of X or W.

In all cases we take pulses where the pattern of weights
is fixed, but the amplitudes vary, g;;(t) = gc(t)w;;, and
&) = g ()wg', where the largest w;;, wfl" is unity. For
example, in the 1D case with even L, the X gate requires
w;fgﬂ =2{j(L—j)/L and hence we choose w; i =
2/J@L =j)/L)'N. We use the pulse shapes described in
Sec. (IIB), with g.(t) = gmaxf(t, 7o), first applying a pulse
for which H.g is proportional to X, then where Heg is propor-
tional to Z.

In 2D we follow the same procedure, but with an ef-
fective W gate followed by an effective Q gate. For the

|

09 ¢
-~ N=2,L=6
208
3 N=2,L=10
=07 N=3,L=6
0.6

10 20 30 40 50 60
|77/ max|

FIG. 7. Fidelity of the ground-state preparation of the attractive
2D Bose-Hubbard model using the protocol in Sec. IV. Here we
included terms up to second order in g in Eq. (30) and optimized
the phase angles ¢, 0 to achieve a high-quality ground state.

effective W gate on the triangular lattice, the weight factor for
the bond with i = {n,, np,n.} and j = {n, — 1, n, + 1, n.} is
wij = (§(€)/na(ny + 1)'/N, where the normalization factor
isEU)=6/(L+1)or6//EL( +2)for odd or even £.

In Fig. 7 we show the overlap between the ground state of
Eq. (1) with attractive interactions, and the state produced on
a triangular when we apply our pulses with optimize phases
0 and ¢ (cf. Fig. 9). As can be seen, we we find excellent
fidelities as long as gmax < 0.05 x .  One challenge is that
the pulse times are set by the inverse of glit*, and hence scale
as nV~!/(g™*)V. Thus these times become very long when
g™ is small and N is large. In practice, however, the times
are reasonable for N ~ 3. If we take gn./(27w) = 25 MHz,
n/(2r) = —300 MHz, N = 3, and £ = 2, then we find T =
522 ns for an effective W gate. To explore this physics for
larger N one would either need an architecture with very long
decoherence times, or very strong couplings. The protocols in
Secs. II B through III B do not suffer from this difficulty.

V. OTHER APPLICATIONS

Variants of the gates discussed here have utility beyond
state preparation. In particular, the literature contains a num-
ber of works that study Ux(¢ = m), for which the phase
angle is double the one used for preparing the ground state
of the Bose-Hubbard model. This = gate can be considered
a many-particle generalization of the two-qubit iSWAP gate
[36]. Given any bit sequence |oj07 - - -o0r), the Ux () gate
swaps the order and applies a phase shift,

Ux(m)|o102---01) = €®og, - - 0r07). (31)

Here ® = N(L — N)m /2, where N = ), o is the total num-
ber of excitations. This procedure can be useful for rapidly
moving quantum information around in a large circuit. We
refer to this gate as ®SWAP),...,, where the subscript lists the
linear chain of sites which are reversed by the gate. Chris-
tandl ef al. considered this gate in the single-particle regime
[37], describing Eq. (31) as “perfect state transfer.” They
discussed applications to quantum information processing.
Also in the single-particle regime, Zhang et al. experimentally
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FIG. 8. Transmission probability for a soft-core chain with L =
8, gmax/(27) = 35 MHz and n/(27) = —270 MHz at short (a) and
long (b) times.

implemented it [38]. Clark et al. noted that if the qubits are
prepared in superpositions of occupied and unoccupied states,
then the PSWAP gate is entangling. They showed how to use

1.00

0.99

0.95 L L] | | .
0.85 0.90 0.95 1.00 1.05

2p/m

FIG. 9. Fidelity, |(¥x|¥)|?> for the pulse sequence described in
Sec. I B. Here |y) = UzUx|¥,), where |;,) is the state where N =
4 particles occupy the left half of the chain of length L = 8. Here
[¥x) is the ground state of Eq. (10). The horizontal axis denotes ¢,
the phase accumulation in the U.

it, and generalizations, to produce graph states [10]. A number
of other generalizations were proposed [11,28-31,39-43].

A less explored feature of these gates is that one can chain
them together produce gates which act on two sites which
are separated by large distances. For example, the compo-
sition FSWAP]5 = @SWAP2,3,4 ® q>SWAP1,2,3,4,5 will swap
qubits 1 and 5, producing a phase which depends on the
occupation of the sites between them. One interesting inter-
pretation is that the FSWAP;; gate is related to a fermionic
swap operator—which exchanges i and j while multiplying
by (—1)", where N is the number of excitations between sites
i and j. Indeed, FSWAP;; exchanges those sites and multiplies
by a number-dependent phase factor ®5. If the number of
particles on sites i and j are n; +n; =0, 1, 2, then we find
&y =0,7N+ (L — 1)m/2, wL, where L =i — j+ 1 is the
total number of sites involved in the operation. Thus by com-
bining the FSWAP with single-site phase gates on sites i and
J one can implement the fermionic exchange.

We argue that the multisite @SWAP gate can be used to
quantify the role of doubly occupied sites. Our logic is that in
the hard-core limit, time evolution under Eq. (3) will lead to
multisite Rabi flops between the initial state and its reflection.
Dephasing of these Rabi oscillations can be a sensitive probe
of the existence of doublons. Note that other imperfections,
including disorder and noise, will also lead to dephasing, so
those effects must be controlled for.

In principle doublons can also be detected by simply
reading out each of the qubits in a circuit. Such qubit measure-
ments, however, typically require turning off the couplings g.
As already explained, most experiments are performed in the
large n/g limit, and the doublons manifold is off resonant.
If one turns off g on a timescale which is slow compared to
1/n, then the doublons are adiabatically annihilated during the
process. Our indirect measurement approach does not present
this same difficulty.

To illustrate this doublon detection method, in Fig. 8 we
consider time evolution from an initial product state where
the N leftmost sites are occupied by a single particle, and
all other sites are empty. We calculate the square overlap,
P(t), between the time-evolved state and the mirror image of
the original state. In the hard-core limit we can show P(t) =
(sin® O(¢))" with r = 2| 257:0 nj(j —L/2)|, where n; =0, 1
is the number of particles on site j in the initial state. Here
o0@) = fol gx(t)dt. Figure 8 shows that for typical param-
eters the fidelity of the first SWAP is quite large, despite
the we are not in the hard-core limit. For N > 1, subsequent
oscillations show smaller amplitudes. This is particularly well
illustrated by Fig. 8(a), which focuses on the first two swaps.
The loss of fidelity is more pronounced for larger particle
numbers or weaker interactions, demonstrating the role of
doublons.

As shown in Fig. 8(b), the envelope of the recurrences
is nonmonotonic. At short times each subsequent peak has
a smaller amplitude. Interestingly, their amplitudes follow a
roughly Gaussian envelope. Subsequently the amplitude again
increases, though the recurrence times experience a number
and interaction-dependent phase delay. This is effectively a
many-body interferometry experiment, and the complicated
structure arises from the nontrivial spectrum of the interacting
system away from the hard-core limit.
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VI. SUMMARY AND OUTLOOK

Most digital quantum computation is based on single and
two-site gates. Bespoke multisite gates are able to perform
complex tasks faster and with less control overhead [44—49].
Here we introduce a set of multisite gates which can be used
for state preparation. Constructed from su(2) and su(3) alge-
bras, they exactly transform a localized single-particle state
into an eigenstate of a hopping operator on a 1D chain or a 2D
triangular lattice. These gates also perform the exact mapping
when the system can be mapped onto noninteracting particles.
In 1D such a mapping occurs either when the nonlinearity n
is very small or very large—and the gate-fidelity approaches
100% in both those limits. In 2D the gate is only perfect when
n is very small. We also constructed analogs of these gates
for cat states and discussed other applications. For example,
we observed that they can be used as part of a very sensi-
tive many-body interferometer that probes the existence of
doublons.

The key concepts used in this work was the mapping be-
tween hopping Hamiltonians and either su(2) or su(3) spin
operators. The su(2) case is familiar from “dual rail encoding”
of quantum spins—where a spin S/2 is encoded in the motion
of 25 + 1 bosons on two sites [5S0]. The su(3) case is the
generalization to three sites, resulting in a 2D triangular lattice
with coordination number 6. One could clearly extend this to
higher dimensions. Using su(4) we can produce a model on
a three-dimensional cubic closed pack (face centered cubic)
lattice with coordination number 12, forming a tetrahedron,
similarly to a stack of oranges in a grocery store. The sites are
labeled by integers (ny, np, ne, ng) With n, + np + n. + ng =
£. There are no obvious generalizations to lattices with other
coordination numbers. Previous theoretical and experimental
works have explored engineering hopping matrix elements to
implement spin physics or to manipulate quantum information
[10,11,37-43,51].

As already emphasized, state preparation is one of the most
important challenges in quantum simulation. Coherent multi-
site gates can be a key part of the solution, complementing
adiabatic and driven-dissipative approaches [4].
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APPENDIX A: su(2) ALGEBRA

The most direct way to prove Eq. (6) is to explicitly
calculate the commutators between X and Z, showing that
they obey the standard su(2) algebra. Here we take a slightly
more convoluted path, based on Schwinger bosons [32].
This approach will generalize to the two-dimensional case in
Appendix B.

As introduced in the main text, we label the states of a
single particle on a 1D lattice by pairs of integers which
sum to £: |0, 1), |1,£ —1),...,]¢,0). (See Fig. 5.) We also
introduce ladder operators a, b which connect these state,

alng. my) = ffalng — 1. n) and blng. ng) = Jplna, ny — 1).
In this one-particle subspace one can recognize that the op-
erators in Eqgs. (3) and (9) can be written as X = (a'b +
b'a)/2 = (a" +b")a+b)/2 — ¢ and Z = (a'a — b'b)/2 =
a’a — £, where we have made use of the fact that a’a + b'b —
£ vanishes for all states in our space.

We wish to use the harmonic oscillator algebra to calculate
the actions of the gates Uy (6) = exp(—ifX) and Uz(p) =
exp(—igZ) on the operators X and Z. In that regard, we define
the nested commutators by the recursion relationship

LB =[A, £V 1)) (A1)

with the base case Ego)(B) = B. Taking X = (a' + b")(a +
b) — £, we then note that for j > 1, LY (a) = (=1)/(a + b)/2
and hence

. . _. j i
et = 3 S L), (A2)
o
e —1
=a+ 3 (a +b). (A3)

This result is ambiguous up to an overall phase, as we
could always add an arbitrary multiple of a‘a + b'h — £ to
X. That phase drops out when we consider any physical op-
erator. Next we take ¢ = 7 /2, and note that e X Ze/#X =
€7ina-i-€in€7i(ﬂX(l€[¢X _ E, to find efan/2ZeiX7r/2 — (b1 +
ia")(b — ia) — €. Repeating the same argument with different
operators yields

—IZn/Ze—err/ZZerrr/Zeerr/Z — ){7

e (A4)

which as argued in the main text is a familliar result in the
language of rotation operators.

APPENDIX B: su(3) ALGEBRA

We now repeat the argument from Appendix A but with
the two-dimensional lattice shown in Fig. 5. In particular we
construct single-particle operators Q and W with

¢I02/3 (=W [3 ) W2 341023 _ . (B1)
The gates map the single-particle eigenstates of Q onto the
single-particle eigenstates of W.

As introduced in the main text, we label each site in our
triangular lattice by three integers |n,, np, n.) with n, + np +
n. = £. Ladder operators a, b, ¢ act on each of these inte-
gers. We take Q =afa— /3 and W = (a" +b" + c")(a +
b+c)/3 —1£/3.

To calculate the action of the gates, we note that [W, a] =
—(a+b+ g)/3 and [W, (a + b+ ¢)] = —(a + b + ¢), which
implies £\ (a) = (=1)/(a+b+c)/3 for j > 0. Thus we
find

¢ _ 1

3
2mi/3 1
3

The Q gate then shifts the phase of the a operator, giving the
desired result, Eq. (B1).

e—i¢Waei¢W — a-+

(a+b+c)

p=2m/3 €

(ae™™3 +b+c). (B2)
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APPENDIX C: OPTIMIZING THE PHASE GATE

In Sec. II B we argued that our gate sequence produces the
exact eigenstate of Hy in both the hard-core and noninteract-
ing limit. As shown in Fig. 2, the fidelity is also large for a
wide range of parameters away from these ideal limits. It is
natural to ask if the fidelity can be improved by modifying the
gates. The simplest such modification is adjusting the phase
angles 6 and ¢.

In Fig. 9 we show the gate fidelity as a function of ¢,
fixing & = 7 /2. When /g — oo the optimal phase angle is
¢* =m /2. As one decreases n/g the optimal angle shifts:
Figure 9 shows that ¢* falls as one moves away from the hard-
core limit. We understand this result by noting that during
time evolution one encounters a spatially dependent density
profile [see Fig. (1)]. For early times the density is higher
on the left part of the system, and interactions produce a
phase gradient, which must be corrected by adjusting ¢. We
find almost no advantage to shifting 8 away from 7 /2. This
approach can be viewed as a highly specialized variational
quantum eigensolver [52], or an application of the quantum
approximate optimization algorithm [53].

The n dependence of ¢* is also illustrated in Fig. 4, where
we analyze a protocol for monitoring the success of our state
preparation protocol. One can experimentally optimize ¢ by
monitoring how the Rabi oscillations are influenced by the
gate time.

APPENDIX D: RELATIONSHIP BETWEEN EIGENSTATES
OF Hy AND EIGENSTATES OF UNIFORM
HOPPING HAMILTONIAN

The central result of our paper is that we can use a multisite
gate to produce the ground state of Hy (or Hy in 2D). This
Hamiltonian is a Bose-Hubbard model with inhomogeneous
hopping matrix elements. An obvious concern is that this goal
could be perceived as somewhat unnatural. Surely it would be
preferable to produce the ground state of Eq. (1) with uniform
hoppings. Those concerns are alleviated by noting that, in
the strongly interacting limit, the many-body ground state of
Eq. (10), |[¥x), has an extremely large overlap with the ground
state of the uniform hopping model |¢,). In Fig. 10 we show
the overlap |(¥x|y,)|*> for N = L/2 hard-core particles in a
chain of length L. The overlap is large, even for thousands
of sites. One can further alleviate any concerns by following
up our gate sequence with an adiabatic evolution step, where
the couplings g;; are slowly tuned to a uniform value. The
conditions for adiabaticity are less stringent here, compared
with transforming an insulator into a superfluid, as the initial
and final state are closer together.

[(yx lyu)]?
1.00 -

098 -
0.96 -

094+

5 10

L L L L L
50 100 500 1000

FIG. 10. Overlap between the many-body ground state of the
Hamiltonian Hy and the uniform hopping model for N hard-core

bosons on a 1D chain of length L. Here N = L/2.

We emphasize that even though the |y,,) is almost identical
to |Y¥x), the nonuniform hopping is an essential part of the
gate. One cannot simply replace g;; with a constant.

To calculate the fidelity in Fig. 10, we use a Jordan-
Wigner transformation to write the wave functions as the
absolute value of Slater determinants. We then note that
(Ux|y) is equal to the determinant of the overlaps between
the single-particle states which make up those determinants
[54]. We write the single-particle Hamiltonian as a L x L
matrix, numerically finding the eigenstates, the overlaps, and
the determinant of the N x N matrix that is constructed from
them.

APPENDIX E: NUMERICAL TECHNIQUES

For most of our numerical results we use matrix prod-
uct state ansatz for [i). Ground states are found by using
the density matrix renormalization group algorithm [55]. For
time evolution we use a variant of the time evolving block
decimation algorithm [56], subdividing each gate into 200
Trotter steps, during which we implement a sequence of two-
site gates. We systematically increased our bond-dimension
cutoff and our number of Trotter steps until we achieved
convergence. We use the ITensor library to implement these
algorithms [57].

For small system sizes we instead use “exact diagonaliza-
tion” where we simply enumerate the whole physics Hilbert
space and write operators as finite matrices. For example, if
we have one particle in eight sites, then there are only eight
states in the Hilbert space and this approach is efficient. We
then used a split-step algorithm for time evolution.
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